Due to the vast area covered by forests globally, remote sensing is needed to monitor the state of the forests. Quantifying the uncertainty in these remote sensed estimates is crucial when the estimates are further used, for example, in forestry applications or climate models. In this thesis, Bayesian uncertainty quantification of remote sensed forest attributes is presented for two example applications: one based on airborne laser scanning and the other on hyperspectral satellite imaging.
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ABSTRACT

The aim of this thesis is to develop estimate uncertainty quantification methods for two different remote sensing problems: 1) Estimation of forest inventory attributes, such as stem volume, from airborne laser scanning (ALS) data. 2) Estimation of forest canopy leaf area index (LAI) from hyperspectral satellite images. The proposed approaches for both problems are based on Bayesian inference. In the Bayesian framework, both the measurements and the unknown variables are modeled as random variables. Prior distributions are constructed for the unknowns and are then updated using information gained from the measurements. The result of the Bayesian inference is a posterior density, that describes the information on the unknown variables.

For the forest attribute estimation from the ALS data, we present an approach to quantify the plot-level uncertainty in species-specific growing stock volume and other stand attributes within the so-called area-based approach. The results show that the proposed approach performs well in quantifying the estimate uncertainty and produces optimal interval estimates for species-specific volumes when sufficient training data is available. Also the point estimate accuracy is competitive with current state-of-the-art methods. We also demonstrate how the quantified uncertainties of the stand attributes can be utilized to determine the uncertainty in classification done using the estimated stand attributes.

In the estimation of canopy LAI, we present a method based on Bayesian inversion of a physically-based forest reflectance model. Forest reflectance model contain multiple other unknown variables in addition to LAI. In the proposed approach, these unknown parameters are estimated simultaneously with LAI from hyperspectral satellite data. We study the effects of reflectance model parameter uncertainties on LAI estimates in a simulation study. The results show that in the presence of unknown parameters, the Bayesian LAI estimates which account for the model uncertainties outperform the conventional estimates that are based on biased model parameters. Moreover, the results demonstrate that the Bayesian inference can also provide feasible measures for the uncertainty of the estimated LAI. Furthermore, the feasibility of the Bayesian approach is tested using hyperspectral EO-1 Hyperion data in a heterogenous boreal forest area at multiple dates over the growing season. The results show that the Bayesian inversion approach is significantly better than using a comparable spectral vegetation index regression for LAI estimation.
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NOMENCLATURE

GENERAL

$\propto$  directly proportional to
$a$  scalar
$a$  vector
$A$  matrix
$\arg\max$  maximum point
$\arg\min$  minimum point
$\mathbb{R}^n$  $n$-dimensional real space
$\pi(\cdot)$  probability density function
$\mu$  expected value
$\Gamma$  covariance matrix
$R$  correlation matrix
$\theta$  vector of unknowns
$z$  measurement vector
$e$  error term

RELATED TO ALS-BASED FOREST INVENTORY

$h$  tree height
$d$  stem diameter
$N$  stem number
$BA$  basal area
$v$  stem volume
$z_t, \theta_t$  $z$ and $\theta$ of a training plot
$(Z_t, \Theta_t)$  set of training data
$\phi(\theta)$  vector of basis functions
$\Phi$  design matrix for the linear regression
$\hat{A}$  model matrix of the fitted linear model
$\hat{\mu}$  sample mean
$\hat{\Gamma}$  sample covariance
$\Sigma$  additional error variance matrix
$p_{\text{dominance},i}$  dominance probability for the $i$'th species

RELATED TO LAI ESTIMATION

$\lambda$  wavelength
$LAI_{\text{eff}}$  effective leaf area index
$\beta$  shoot clumping factor
$\omega_L$  leaf single scattering albedo
$\rho_g$  understory BRF
$p$  photon recollision probability
$i_c$  canopy interceptance
$t_c$  canopy transmittance
$t_d$  diffuse canopy transmittance
$S(\lambda; \tilde{\lambda}, \tilde{\omega}_L)$  spline approximation for $\omega_L$ with the nodes $\tilde{\lambda}$
$\tilde{\omega}_L$  $\omega_L$ on the spline approximation nodes
$\tilde{\rho}_g$  $\rho_g$ on the spline approximation nodes
1 Introduction

Roughly third of the global land surface area is covered by forests [1]. Forests contain the majority of terrestrial plant biomass and carbon, and also the majority of terrestrial animal species. In addition to this ecological importance, forests have enormous economical and cultural value through, for example, timber production and recreation. Due to the ongoing global warming and deforestation, forest ecosystems are under change. Effective management and conservation of forest resources in these changing conditions requires timely information on the state of the forests, which due to the vast geographical span involved can be realistically acquired only by using remote sensing, that is, measurements and derived data products from airborne or spaceborne sensors.

The remote sensed data often contain only indirect information on the forest attributes of interest. Computational and statistical methods are then required to estimate the attributes of interest based on these data. Commonly used methods to produce estimates from remote sensed data give only point estimates for the quantity. Uncertainty of these point estimates is then usually considered only in classical statistical sense, for example, how reliable is the calculated mean of the forest attribute over a large area? Less attention has been directed to the problem of producing feasible error intervals corresponding to individual point estimates, i.e. Bayesian uncertainty quantification. When the remote sensing estimates are further used, for example, as input parameters in climate or biological models, or for decision making or risk assessment, such information on the uncertainty of the estimates would be crucial (e.g. [2, 3]).

The aim of this thesis is to develop Bayesian estimation and uncertainty quantification methods specifically for two different remote sensing problems:

1. Estimation of forest inventory attributes, such as stem volume, from airborne laser scanning (ALS) data.

2. Estimation of forest canopy leaf area index (LAI) from hyperspectral satellite images.

In the Bayesian setting, both the measurements (e.g. satellite measured reflectance) and the unknown variables of interest are modeled as random variables (e.g. [4–6]). For the unknowns, prior distributions are constructed; they describe the a priori known information on the variables. The prior formulation thus also inherently models the a priori uncertainty of these variables, which is perhaps the most significant advantage of Bayesian methods. The prior distribution is then updated using information gained from the measurements. This is done through a likelihood function that includes a model that connects the unknown variables to the measurement and information on the uncertainty of the measurement. The result of Bayesian inference is a posterior distribution, that describes the information on the unknown variables given the prior formulation and the measured data. From the posterior density, point estimates and uncertainty metrics are then calculated.
1.1 ESTIMATION OF STAND ATTRIBUTES FROM AIRBORNE LASER SCANNING DATA

Airborne laser scanning (ALS) is a LiDAR (light detection and ranging) -based remote sensing modality that generates a point cloud that captures the three-dimensional structure of the target (e.g. [7, 8]). Because of this, ALS is efficient in capturing forest height and attributes that depend on the height, such as stem volume. ALS is used for forest inventories, forest monitoring, and forest ecological studies, among other applications. Schematic of the measurement setup of ALS is shown in Figure 1.1.

![Figure 1.1: Simplified schematic of the ALS measurement setup.](image)

Methods for ALS-based forest inventories [9, 10] can be generally divided into two groups: the area-based approach (ABA) (e.g. [11–15]) and single-tree detection (e.g. [16–21]). In ABA, stand attributes are estimated from the ALS point cloud by first calculating various metrics from the height distribution of the laser returns within a small forest segment/plot and then by formulating a regression model between these metrics and field-measured stand attributes using a number of training plots. The stand attributes for the remaining segments are predicted using the trained regression model. Usually metrics computed from aerial images are used in addition to ALS height distribution metrics. In single-tree detection, on the other hand, individual tree crowns are detected from high-density ALS data and stand attributes are subsequently predicted usually by allometric relationships between the stand attributes and crown geometry. Some hybrid approaches have also been proposed that have combined characteristics of both ABA and single-tee detection. Publication I concentrates on the area-based approach.
In the area based approach, the current estimation methods include linear regression (e.g. [11, 12]), sparse Bayesian estimation [22], and non-parametric regression methods, such as $k$ nearest neighbor (kNN) algorithm (e.g. [13,23,24]), and artificial neural networks [25,26]. These existing methods have usually a good accuracy, but in most cases do not produce uncertainty estimates. So far, a few methods to predict plot/cell level variance have been proposed [22,27,28]. At stand level, studies on model-based variance estimation have been published, e.g. [29,30].

In the publication I, a Bayesian inference approach for estimation of stand attributes within the ABA framework was proposed. The approach was tested in estimation of species-specific stem volumes. The method produces uncertainty estimates for the attributes and can be used robustly with a large number of ABA metrics. Furthermore, the parameter uncertainties were used to evaluate uncertainty in classification by dominant species. The method and the results are summarized in Chapter 3.

1.2 ESTIMATION OF CANOPY LEAF AREA INDEX FROM HYPER-SPECTRAL DATA

Leaf area index (LAI) is usually defined as half of the total leaf/needle area per unit ground surface area [31,32]. Throughout this thesis, LAI specifically refers to the LAI of the forest canopy. Because leaf area, and thus LAI, is directly related to light interception and biological processes, principally gas exchange, it is an important biophysical variable. Accurate estimates of LAI are required to model vegetation carbon and water cycles and are thus by proxy important for climate models [33,34].

Various methods to estimate forest canopy LAI from multispectral (a few wide spectral bands) and hyperspectral (many narrow spectral bands) satellite images have been proposed over the years. The rationale is that the radiation scattered from the forest canopy carries information on the canopy parameters, including LAI (Figure 1.2). A classical empirical approach is to produce so-called spectral vegetation indices (VI) from the satellite measurement that show strong correlation with LAI. The VI can be, for example, a ratio of two spectral bands, or a more complex transformation. Using training data, a regression model for LAI given the VI is then formed and used to estimate LAI. The main problem of VI regressions is their strong site, species, and time specificity (e.g. [35–37]).

Approaches based on forest reflectance model inversion are seen as a solution to the specificity problems of empirical VI regression. Forest reflectance models are mathematical models that describe the top of the canopy reflectance of the forest based on geometric and optical properties of the forest. Forest reflectance models, however, contain numerous other variables beside LAI, which makes the model inversion difficult: an ill-posed inverse problem [38,39]. The reflectance model inversion based approaches can be roughly divided to two main classes: 1) Methods based on generating a large simulated training set and then using VI regression (e.g. [40,41]) or look up table (LUT) based methods (e.g. [42,43]) to predict LAI using the synthetic data set. 2) Direct inversion of the reflectance model by using, for example, classical regularization techniques and numeric optimization (e.g. [44,45]). All these methods have drawbacks. Synthetic VI regression always discards part of the information in the data in reducing it to a single VI. In LUTs, the main problem is to find balance between generality, number of variables and manageable LUT size. Optimization
based reflectance model inversion methods suffer from the strong nonlinearity of the reflectance models, and from the fact that the problem often has no unique solution.

In this work, we propose a Bayesian approach to forest reflectance model inversion using hyperspectral satellite data. The proposed approach is based on constructing informative prior distributions for the reflectance model parameters and exploration of the resulting posterior distribution using a Monte Carlo method. Bayesian approach has been previously used in remote sensing of forest structural parameters from multispectral MODIS data by Zhang et al. [46], where prior model consisted only of constraints for the model unknowns.

The testing of the Bayesian approach in this thesis was done in two parts. First, in the publication II, the approach was tested using simulated data. In a simulation study, all the model parameters can be controlled and thus their effect is more easily quantified. The Bayesian approach was compared to VI regression and an optimization based method, and the effect of informative versus uninformative prior model was also evaluated. In the reference optimization based method, we show that fixing the unknown model (nuisance) parameters to their best-guess values can introduce large errors. The Bayesian approach was then tested using real EO-1 Hyperion data over a boreal forest area in the publication III. There, the Bayesian approach was compared to VI regression using both real and simulated training data. In both phases the quality of the estimate uncertainty metrics produced by the Bayesian approach was also examined. The reflectance model inversion and the results are summarized in Chapter 4.
2 Bayesian inference and uncertainty quantification

In this chapter, the theory of Bayesian inference is shortly reviewed. For consistency and simplicity, unified variable notation is introduced here. The notation in the following chapters thus differs somewhat from the notations used in the publications I–III. Vector-valued variables are bolded, and matrices bolded and capitalized. Let \( \theta \in \mathbb{R}^n \) be the vector of variables of interest, that is, the variables that are to be estimated, and let \( z \in \mathbb{R}^m \) be the vector of measurements. Both \( \theta \) and \( z \) are modeled here as random variables (e.g. [4]).

2.1 BAYESIAN INFERENCE

In a general setting, the variables \( \theta \) and the measurements \( z \) are connected by an observation model of the form

\[
  z = f(\theta, \xi, e), \tag{2.1}
\]

where \( f(\cdot) \) is a function, \( \xi \) is a vector of confounding model parameters, and \( e \) is an error term that is the discrepancy between the model output and reality. Usually, \( e \) is modeled as an additive error term and \( \xi \) is assumed to be known, resulting in the observation model

\[
  z = f(\theta) + e. \tag{2.2}
\]

A useful property of the form (2.2) is that the conditional density \( \pi(z|\theta) \) of \( z \) given \( \theta \) can be formulated as [4]

\[
  \pi(z|\theta) = \pi_e(z - f(\theta)), \tag{2.3}
\]

where \( \pi_e(\cdot) \) is the probability density function of the error \( e \). The density \( \pi(z|\theta) \) is usually called the likelihood function and describes the distribution of \( z \) given \( \theta \).

Error \( e \) is often modeled as a Gaussian random variable, in which case the likelihood function is

\[
  \pi(z|\theta) \propto \exp \left( -\frac{1}{2}(z - f(\theta) - \mu_e)^T \Gamma_e^{-1}(z - f(\theta) - \mu_e) \right), \tag{2.4}
\]

where \( \mu_e \) is the expected value and \( \Gamma_e \) the covariance matrix of \( e \). When the measurement \( z_{\text{meas.}} \) is performed, the likelihood function \( \pi(z_{\text{meas.}}|\theta) \) is a function of \( \theta \), with \( z \) fixed to \( z_{\text{meas.}} \). In the rest of this thesis, \( z \) denotes this measured \( z_{\text{meas.}} \). If the statistics of \( e \) are not well known (as is often the case), it is usually approximated to be zero mean and uncorrelated, as in the articles II and III. However, the statistics of \( e \) can be estimated based on real (as in the publication I) or synthetic training data (see e.g. [4,47]) when such data is available.

Given the measured vector \( z \), the Bayesian inference problem is to formulate the conditional density \( \pi(\theta|z) \), which describes the distribution of \( \theta \) given the measured \( z \) (see e.g. [4,5]). This can be accomplished by using the Bayes’ rule

\[
  \pi(\theta|z) = \frac{\pi(z|\theta)\pi(\theta)}{\pi(z)} \propto \pi(z|\theta)\pi(\theta), \tag{2.5}
\]
where \( \pi(z|\theta) \) is the previously introduced likelihood function, \( \pi(\theta) \) is the so-called prior density, and \( \pi(z) \) functions as a normalizing constant and can be usually ignored. The conditional density \( \pi(\theta|z) \) is referred to as the posterior density. The prior density \( \pi(\theta) \) contains the \textit{a priori} information on \( \theta \), that is, the inferrer’s preconception on what values of \( \theta \) are probable before the information gained from the measurement \( z \) is applied. This prior state is then updated using the information gained from the measurement (the likelihood function) to produce the \textit{a posteriori} state of information (the posterior density).

### 2.1.1 Prior modeling

The prior probability density \( \pi(\theta) \) is a crucial part of the Bayesian framework. The goal in prior modeling is to formulate a prior density that accurately describes the available information on the variable, including its natural variation, constraints on feasible values, and structure.

In this thesis, two common families of prior densities are used: uniform priors and Gaussian priors. In uniform priors, the prior density is the uniform distribution

\[
\pi(\theta) \propto \begin{cases} 
1 & \theta \in G \\
0 & \text{otherwise}
\end{cases} \tag{2.6}
\]

where \( G \) is the domain to which \( \theta \) is constrained. Usually \( G \) is a box, that is, a Cartesian product of intervals \([a_i, b_i]\). Such box constraint was used in the publications \textit{II} and \textit{III}. In the publication \textit{I}, the so-called positivity or non-negativity constraint was used, in which \( G \) is \( \mathbb{R}^n_+ \), i.e. the positive part of the real coordinate space. It should be noted, that while the positivity constraint does not result in a proper prior density, the resulting posterior density is a proper probability density, if the likelihood function is non-singular.

In Gaussian priors, the prior distribution is the multivariate normal distribution, with the prior probability density

\[
\pi(\theta) \propto \exp\left( -\frac{1}{2}(\theta - \mu_\theta)^T \Gamma^{-1}_\theta (\theta - \mu_\theta) \right), \tag{2.7}
\]

where \( \mu_\theta \) is the prior expectation and \( \Gamma_\theta \) is the prior covariance matrix. The prior (hyper)parameters \( \mu_\theta \) and \( \Gamma_\theta \) can be based on, for example, training data or previous knowledge of the expected value, range, and structure of \( \theta \). The prior covariance matrix can be further decomposed to

\[
\Gamma_\theta = S_\theta R_\theta S_\theta, \tag{2.8}
\]

where \( R_\theta \) is the correlation matrix (i.e. the matrix of Pearson correlation coefficients) and \( S_\theta \) is a diagonal matrix containing the prior standard deviations of \( \theta \) on its main diagonal. Using this decomposition, prior correlation structure and prior variances can be prescribed separately, as was done in the articles \textit{II} and \textit{III}.

### 2.2 ESTIMATES AND COMPUTATION

Once the posterior density \( \pi(\theta|z) \) is formed using the prior and the likelihood, descriptive point and interval statistics are usually computed. The choice of statistic
depends on what is wanted from the estimate, on the shape of the posterior density, and on what is computationally feasible.

The classical Bayesian point estimate is the posterior conditional expectation/mean:

$$\theta_{CM} = \int_{\mathbb{R}^n} \theta \pi(\theta|z) d\theta.$$  \hspace{1cm} (2.9)

The posterior conditional mean (CM) estimate is unbiased and has the minimum variance of estimate error, if the statistical modeling is accurate [48]. The drawbacks of the CM estimate are the often high computational cost due to the required integration, and the occasional poor behavior on multimodal or strongly skewed posterior distributions.

Another, perhaps even more commonly used, point estimate is the posterior mode, or maximum a posteriori (MAP) estimate:

$$\theta_{MAP} = \arg \max_{\theta} \{ \pi(\theta|z) \}.$$  \hspace{1cm} (2.10)

The most desirable property of the MAP estimate is that it can be computed by solving an optimization problem, which in most cases is substantially faster than integrating over the posterior. MAP can also produce subjectively better estimates in problems where, for example, sparse solutions are wanted.

In theory, the posterior (geometric) median [49] can also be calculated, thus completing the classical triumvirate of central tendency measures:

$$\theta_{MD} = \arg \min_{\theta} \left\{ \int_{\mathbb{R}^n} \| \theta - \tilde{\theta} \| \pi(\theta|z) d\theta \right\}.$$ \hspace{1cm} (2.11)

However, due to the substantial computational cost, multivariate median estimates are rarely used. The possible benefits of using posterior median instead of posterior mean include better robustness when the posterior density is heavy tailed [50].

### 2.2.1 Estimates of dispersion

In addition to the point estimate that measures the central tendency, suitable estimate of dispersion is needed. The dispersion describes the uncertainty of the estimate. Perhaps the simplest dispersion estimate is the posterior covariance $\Gamma_{\theta|z}$, from which the posterior variances (i.e. diagonal elements) $\sigma_{\theta|z}^2$ for each single variable $\theta_i$ can be extracted and the corresponding standard deviations $\sigma_{\theta|z}$ calculated.

However, if the posterior density is non-Gaussian, which is often the case, standard deviation is not a good uncertainty estimate, because for an arbitrary posterior density the probability of e.g. the 1$\sigma$ interval $[\theta_{CM} - \sigma_{\theta|z}, \theta_{CM} + \sigma_{\theta|z}]$ is not necessarily readily available from the literature, as it is for the normal distribution. Furthermore, if the posterior density is skewed, the uncertainty is direction dependent, while $\sigma$ interval assumes symmetric dispersion.

In the above cases, it is more sensible to compute a credible interval. For example a 95% credible interval ($\text{CI}_{95\%}$) is an interval $[a, b]$ which satisfies the equation: [51]

$$\int_a^b \pi(\theta_i|z) d\theta_i = 0.95,$$ \hspace{1cm} (2.12)

where $\pi(\theta_i|z)$ is the posterior marginal density

$$\pi(\theta_i|z) = \int_{\mathbb{R}^n-1} \pi(\theta|z) d\theta_{\{j\neq i\}},$$ \hspace{1cm} (2.13)
Credible intervals with other probabilities (e.g. 90%, 50%) can be calculated by substituting the desired probability on the right hand side of equation (2.12).

The equation (2.12) has no unique solution. Instead, $a$ and $b$ must be chosen according to a suitable rule. Two commonly used rules are: 1) choosing the narrowest interval, and 2) choosing the interval such that the remaining probability below $a$ is equal to the probability above $b$ (i.e. equal tails). In this thesis, mostly the first rule is used; the second rule is used in some visualizations in the articles II and III.

The posterior marginal densities (2.13) are in themselves useful tools for posterior density visualization, in both one-dimensional form (as in the equation) and for two variables, in which case it can be used to study the posterior interaction of the variables. In addition to one-dimensional credible intervals, multivariate credible regions could be also computed (e.g. [52]).

2.2.2 Markov chain Monte Carlo

Computation of posterior mean, median, marginal densities and credible intervals requires integration of the posterior density $\pi(\theta | z)$. While in some special cases the integration can be accomplished analytically, in general the integration has to be done numerically. One widely used family of numerical integration algorithms in this setting is the Metropolis type algorithms, a subclass of Markov chain Monte Carlo (MCMC) methods (e.g. [53]).

In MCMC methods, a specifically constructed Markov chain is used to generate a sequence of $N$ samples which ultimately statistically converges to the underlying posterior distribution. The computed finite sequence of these MCMC samples $\theta(i), i = 1, \ldots, N$ is used to approximate integrals:

$$\int_{\Omega} g(\theta) \pi(\theta | z) d\theta \approx \frac{1}{N} \sum_{i=1}^{N} g(\theta^{(i)}), \quad \forall i : \theta^{(i)} \in \Omega,$$

where $g(\cdot)$ is an arbitrary function and $\Omega$ the integration domain. For example, the posterior mean estimate (2.9) is computed using the MCMC samples as

$$\theta_{CM} \approx \frac{1}{N} \sum_{i=1}^{N} \theta^{(i)}.$$  

To evaluate a 95% credible interval using the Monte Carlo samples requires finding the points $a$ and $b$ such that the number of samples $\hat{N}$ within the interval $[a, b]$ equals to 0.95 $\cdot$ $N$. For example, equal tails CI can be easily calculated by sorting the samples in an ascending order and choosing the $0.025 \cdot N$'th sample as $a$ and $0.975 \cdot N$'th sample as $b$. The minimum width CI requires solving of an optimization problem.

In this thesis, the delayed rejection adaptive Metropolis (DRAM) [54] is used. DRAM is an extension of the classical Metropolis algorithm that includes additional components that make it more robust to poor choice of the sampling density. For description of the algorithm, see the publication II.
3 Uncertainty quantification in area-based approach

In this chapter, the methodology and results of the publication I are reviewed and summarized. The publication I concentrated on the prediction of species-specific growing stock volume from ALS data in the area-based framework. This chapter also introduces additional results, where multiple species-specific stand attributes (tree height, stem diameter, stem number, basal area, and stem volume) are estimated simultaneously.

3.1 PROBLEM SUMMARY

The mathematical formulation of the area-based approach (ABA) problem is as follows: Given a set of known, field-measured \( n_\theta \) stand attributes on \( n_t \) segments (training plots)

\[
\Theta_t = \begin{bmatrix}
\theta_t^{(1)} & \theta_t^{(2)} & \ldots & \theta_t^{(n_t)}
\end{bmatrix}^T \in \mathbb{R}^{n_t \times n_\theta}
\] (3.1)

and the corresponding known, measured \( n_z \) LiDAR and aerial image predictors

\[
Z_t = \begin{bmatrix}
z_t^{(1)} & z_t^{(2)} & \ldots & z_t^{(n_t)}
\end{bmatrix}^T \in \mathbb{R}^{n_t \times n_z},
\] (3.2)

how to predict the unknown \( \theta \in \mathbb{R}^{n_\theta} \) given a new measured predictor vector \( z \in \mathbb{R}^{n_z} \)?

The data set used in the publication I and in the extended results of this chapter consists of \( n_t = 493 \) field-measured plots and the corresponding predictors formed from the LiDAR point cloud and orthorectified multispectral aerial images. Five different stand attributes were measured (tree height \( h \), stem diameter \( d \), stem number \( N \), basal area \( BA \), and stem volume \( v \)) for three tree species groupings (pine, spruce, and deciduous), thus \( n_\theta = 15 \). A total of \( n_z = 77 \) predictors were used in the estimation of the forest attributes. For detailed description of the data, see the publication I.

3.2 BAYESIAN INVERSION OF AN EMPIRICAL MODEL

The training data \( (Z_t, \Theta_t) \) is used to construct an empirical model. In the publication I, an empirical linear model was used

\[
z = A\phi(\theta) + e,
\] (3.3)

where \( A \in \mathbb{R}^{n_z \times n_\theta} \) is a matrix, \( e \) a Gaussian additive error term and \( \phi(\theta) \) a vector of basis functions. In the publication I, the vector of basis functions was

\[
\phi(\theta) = \begin{bmatrix}
v \\
\sum_{i=1}^{n_\theta} v_i
\end{bmatrix} \in \mathbb{R}^{6},
\] (3.4)
that is, a vector containing the stem volumes \( v \) and the relative stem volumes \( \frac{1}{\sum_{i=1}^{n} v_i} v \). In the extended results, the basis functions are

\[
\phi(\theta) = \begin{bmatrix} h \\ d \\ N \\ BA \\ v \\ \frac{1}{\sum_{i=1}^{n} v_i} v \end{bmatrix} \in \mathbb{R}^{18},
\]

(3.5)

where \( h, d, N, \) and \( BA \) are vectors of species-specific tree height, stem diameter, stem number, and basal area, respectively.

The model (3.3) is fitted to the training data in least squares sense. First, the design matrix \( \Phi = [\phi(\theta_1^{(1)}) \ \phi(\theta_1^{(2)}) \ \ldots \ \phi(\theta_1^{(nt)})]^{T} \) is formed. Then the least squares estimate for \( A \) is

\[
\hat{A} = Z_{t}^{T} \Phi (\Phi^{T} \Phi)^{-1}.
\]

(3.6)

With \( \hat{A} \) now fixed, the residuals \( e_{i}^{(i)} = z_{i}^{(i)} - \hat{A} \phi(\theta_{i}^{(i)}) \), \( i = 1, \ldots, n_t \) are computed and the \( \theta \)-conditional statistics of \( e \) (the mean \( \mu_{e|\theta} \) and covariance \( \Gamma_{e|\theta} \)) are approximated using sample statistics of \( e_{i}^{(i)} \) following [47]:

\[
\hat{\mu}_{e|\theta} = \hat{\mu}_{e} + \hat{\Gamma}_{e|\theta}^{-1}(\theta - \hat{\mu}_{\theta}),
\]

(3.7)

\[
\hat{\Gamma}_{e|\theta} = \hat{\Gamma}_{e} - \hat{\Gamma}_{e|\theta}^{-1} \hat{\Gamma}_{e|\theta}^{T},
\]

(3.8)

where

\[
\hat{\mu}_{e} = \frac{1}{n_t} \sum_{j}^{n_t} e^{(j)},
\]

(3.9)

\[
\hat{\mu}_{\theta} = \frac{1}{n_t} \sum_{j}^{n_t} \theta_{i}^{(j)},
\]

(3.10)

\[
\hat{\Gamma}_{e} = \frac{1}{n_t - 1} \sum_{j}^{n_t} (e^{(j)} - \hat{\mu}_{e})(e^{(j)} - \hat{\mu}_{e})^{T} + \Sigma,
\]

(3.11)

\[
\hat{\Gamma}_{\theta} = \frac{1}{n_t - 1} \sum_{j}^{n_t} (\theta_{i}^{(j)} - \hat{\mu}_{\theta})(\theta_{i}^{(j)} - \hat{\mu}_{\theta})^{T},
\]

(3.12)

\[
\hat{\Gamma}_{e|\theta} = \frac{1}{n_t - 1} \sum_{j}^{n_t} (e^{(j)} - \hat{\mu}_{e})(\theta_{i}^{(j)} - \hat{\mu}_{\theta})^{T}.
\]

(3.13)

The diagonal matrix \( \Sigma \) corresponds to an additional white noise component that is added to \( \hat{\Gamma}_{e} \) to improve computational stability and to compensate for underestimation of error variance due to a limited training set size. The standard deviations in \( \Sigma \) (i.e. square roots of the diagonal elements) are chosen to be 10% of the sample mean of \( Z_{t} \).

Using \( \hat{A}, \mu_{e|\theta}, \) and \( \Gamma_{e|\theta} \), the following Gaussian likelihood function is formulated:

\[
\pi(z|\theta, \hat{A}) = N(z|\hat{A} \phi(\theta) + \hat{\mu}_{e|\theta}, \hat{\Gamma}_{e|\theta}),
\]

(3.14)
where $\hat{A}\phi(\theta) + \hat{\mu}_e|\theta$ is the expectation and $\hat{\Gamma}_e|\theta$ is the covariance. Notation $\mathcal{N}(\cdot)$ refers here to the probability density function of the multivariate normal distribution.

In the publication I, only a positivity constraint is used as a prior. Thus, the posterior density is

$$\pi(\theta|z) \propto \begin{cases} \mathcal{N}(z|\hat{A}\phi(\theta) + \hat{\mu}_e|\theta, \hat{\Gamma}_e|\theta) & \theta \geq 0 \\ 0 & \text{otherwise.} \end{cases} \quad (3.15)$$

The stand attributes, such as tree height and stem volume, are strongly correlated. Thus, in the extended studies where these attributes were included in $\theta$, the correlations needed to be modeled in the prior distribution. Thus, in addition to the positivity constraint, a Gaussian prior is introduced. The prior mean and covariance are learned from the training data and the prior density is:

$$\pi(\theta) \propto \begin{cases} \mathcal{N}(\theta|\hat{\mu}_\theta, \hat{\Gamma}_\theta) & \theta \geq 0 \\ 0 & \text{otherwise.} \end{cases} \quad (3.16)$$

The posterior density is then

$$\pi(\theta|z) \propto \begin{cases} \mathcal{N}(z|\hat{A}\phi(\theta) + \hat{\mu}_e|\theta, \hat{\Gamma}_e|\theta)\mathcal{N}(\theta|\hat{\mu}_\theta, \hat{\Gamma}_\theta) & \theta \geq 0 \\ 0 & \text{otherwise.} \end{cases} \quad (3.17)$$

### 3.2.1 Dominant tree species identification

In the publication I, the posterior density of stem volume vector $v$ was also used to calculate a class uncertainty measure for dominant tree species identification. From the posterior density $\pi(v|z, \hat{A})$, the (posterior) probability that the $i^{th}$ species is dominant ($p_{\text{dominance},i}$) is:

$$p_{\text{dominance},i} = \int_G \pi(v|z, \hat{A})dv,$$

where $G = \{v \in \mathbb{R}^3|v_i > v_j, \forall i \neq j\}$. A high dominance probability $p_{\text{dominance},i}$ (for example over 0.95), implies that the species $i$ is very likely the correct dominant species, while a low value of the largest $p_{\text{dominance},i}$ (for example ca. 0.5) indicates a high uncertainty in the identified dominant species. Based on this idea, $p_{\text{dominance}}$ was used to trace plots that have a high risk of misidentifying the dominant species. The dominance probability was compared with the heuristic of plot-level mixedness of a point estimate.

### 3.2.2 Computation, estimates, and the reference method

Because of the nonlinearity caused by the inclusion of relative stem volumes in $\phi(\theta)$ and the positivity constraint, closed form expressions for the posterior mean, posterior covariance or credible intervals are not available. The mean and credible intervals were thus solved numerically using the DRAM (delayed rejection adaptive Metropolis) algorithm. In the results of the publication I, 120000 Monte Carlo samples per plot were computed, using 12 parallel chains of 10000 samples each (the number does not include the 1000 sample burn-in period). For the values of other DRAM
algorithm parameters, see the publication I. For the extended results, 100000 sample chains (1.2 million samples) were used due to the increased number of variables.

The DRAM samples were used to compute 95% credible intervals using the narrowest interval criterion, where the optimization problem was solved using a brute force algorithm. The DRAM sample with the highest posterior probability density value was used as an approximation to the posterior mode (MAP estimate), which was used as the point estimate. The credible intervals for the total \( N, BA \) and \( V \) were computed by first summing up the species-specific DRAM samples to form samples of the total variables and then computing the CIs. The point estimates for the total variables are simply sums of the species-specific MAP estimates.

As a reference method, a kNN-based approach is used. We select ten predictors from the data using a simulated annealing-based optimization approach presented in [55] and use the most similar neighbor (MSN) method for the neighbor selection. The number of neighbors is chosen to be 5, as in [55]. The predictor selection is done using the whole data set and leave-one-out (LOO) cross-validation.

3.3 REVIEW OF THE RESULTS

Figure 3.1 shows an example of posterior marginal densities (histograms of the Monte Carlo samples) for the species-specific stem volumes and total stem volume of a single test plot from the publication I. The point estimate values and the field measured values for the variables as well as the 95% credible intervals (shaded areas) are illustrated in the figure. In this example, the posterior marginals for pine and spruce are widened, while the posterior marginal of deciduous trees is relatively sharp. The wider posterior marginals imply higher uncertainty in the pine and spruce volumes than in the deciduous volume.

Figure 3.2 shows the posterior marginal densities for species-specific and total stem volumes for the same example plot as in Figure 3.1 from the extended results, where the additional attributes were included in \( \theta \). In general, the posterior marginals are similar to the article I results: marginals for pine and spruce are wide and deciduous marginal is narrow. Two significant differences between the figures can be, however, observed. First, the marginals for pine and spruce are not as wide in the extended results as in Figure 3.1. Secondly, the marginal of deciduous volume does not tend to zero as strongly. The first difference is most probably the result of better data fit from the higher dimensional model, that is, the predictor variation can be more accurately explained when using multiple stand attributes than with only the stem volume. The second difference is most likely caused by the introduction of a Gaussian prior.

Figure 3.3 shows joint marginal densities of stem volume for each species pair in the same example plot from the publication I. These images illustrate the joint posterior statistics of the species pairs; for example, the elongated shape of the posterior marginal in the pine-spruce plane reveals the uncertainty in distinguishing between pine and spruce. Figure 3.4 contains the corresponding 2D marginals from the extended results. The elongation direction of the 2D marginals stays the same, yet the uncertainty is diminished.

Figure 3.5 shows 2D marginals between pine height, pine stem diameter, and pine stem number, for a different example plot. The joint marginal density of height and diameter is strongly correlated. The stem number on the other hand shows no large posterior correlation with either height or diameter, while such correlation was
expected to show based on the prior. The elongation in $N_{\text{pine}}$ direction implies large uncertainty in stem number estimation.

Tables 3.1–3.3 contain, respectively, the aggregated RMSE% (relative root mean square error), bias% (relative bias), and CI% (credible interval coverage) results from the article I and the extended results. The CI coverage is defined as the percentage of plots on which the field-measured value is within the computed 95% credible interval, and is thus a measure of the uncertainty quantification performance. While Bayesian credible intervals do not have the same frequency interpretation as frequentist confidence intervals, if the statistical modeling is correct, then, for example, 95% CI% should tend to 95% [51]. The cross-validation method used to compute the results was leave-one-out.

The Bayesian species-specific stem volume estimates of the publication I are somewhat worse in RMSE (Table 3.1) than the corresponding kNN predictions. In total stem volume, the Bayesian method produced better results. The same behavior occurs in the extended results. However, in the Bayesian point estimates, inclusion of more variables improves the RMSE accuracy of the species-specific stem volumes, especially $v_{\text{decid.}}$. For kNN, the performance stays nearly the same when more variables are added. For the other stand attributes, the scenario is closely similar: kNN has better RMSE performance in general when more variables are added, yet for minority species (spruce and deciduous) and total values, the Bayesian method is often nearly equal to or slightly better than kNN (total basal area and total volume).
Figure 3.2: Examples of marginal densities of species-specific and total stem volume of the single test plot of Figure 3.1 from the extended results. The 95% credible intervals are shaded with gray. Top left: pine, top right: spruce, bottom left: decidous trees, bottom right: total volume.

Figure 3.3: Example of joint marginal densities of species-specific volumes for each species pair of a single test plot computed as 2D histograms of MCMC samples from the publication I. Darker gray means higher relative probability density. © 2016 IEEE.
Table 3.1: Relative RMSE of the Bayesian and reference kNN estimates. Cross-validation using LOO. The table contains both the results from the publication I and extended results with more estimated variables.

<table>
<thead>
<tr>
<th></th>
<th>Bayes Article I</th>
<th>kNN Article I</th>
<th>Extended</th>
<th>Extended</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE%</td>
<td>41.28</td>
<td>36.57</td>
<td>57.60</td>
<td>54.21</td>
</tr>
<tr>
<td>pine</td>
<td></td>
<td></td>
<td>72.75</td>
<td>70.43</td>
</tr>
<tr>
<td>spruce</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>decid.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>36.34</td>
<td>32.99</td>
<td>53.28</td>
<td>51.36</td>
</tr>
<tr>
<td></td>
<td>60.86</td>
<td>59.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>49.05</td>
<td>41.92</td>
<td>84.43</td>
<td>63.78</td>
</tr>
<tr>
<td></td>
<td>84.67</td>
<td>98.70</td>
<td>98.67</td>
<td>87.03</td>
</tr>
<tr>
<td></td>
<td>33.61</td>
<td>30.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>36.31</td>
<td>31.83</td>
<td>70.07</td>
<td>61.66</td>
</tr>
<tr>
<td></td>
<td>82.45</td>
<td>75.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.76</td>
<td>20.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>42.41</td>
<td>39.98</td>
<td>33.30</td>
<td>36.03</td>
</tr>
<tr>
<td></td>
<td>82.21</td>
<td>80.89</td>
<td>73.72</td>
<td>71.24</td>
</tr>
<tr>
<td></td>
<td>97.77</td>
<td>88.95</td>
<td>83.69</td>
<td>83.37</td>
</tr>
<tr>
<td></td>
<td>21.30</td>
<td>22.09</td>
<td>23.55</td>
<td>24.51</td>
</tr>
</tbody>
</table>

In the relative bias (Table 3.2) results, kNN is again superior. The Bayesian estimates tend to underestimate the volume of the most common tree species (Scots pine) and overestimate the volume of the minority species, following a similar error structure that has been noticed in other studies on forest inventory [56]. It is evident from Table 3.2, that similar error structure occurs also in the other stand attributes.

In CI coverage, the results from the article I were excellent, with CI% close to the ideal 95%. In the extended results, CI% for the stem volumes drops to a bit over 80%, see Table 3.3. The CI% for the additional stand attributes are roughly in the same range. Two possible reasons for this reduction in CI%, while RMSE and bias stay roughly the same, are multicollinearity, i.e. the strong correlation between different stand attributes, and the so-called curse of dimensionality, that is, when the dimension increases, the volume spanned by the training set is relatively smaller and smaller compared to the space of possible solutions.

In the publication I, the effect of training set cover was studied by computing error metrics separately for the plots that were inside the convex hull of the training set and for those outside. It was found that the performance in all metrics was significantly better for the plots that were inside the convex hull. Publication I also includes results for multiple training set sizes; these are summarized in Figure 3.6.
Table 3.2: Relative bias of the Bayesian and reference kNN estimates. Cross-validation using LOO. The table contains both the results from the publication I and extended results with more estimated variables.

<table>
<thead>
<tr>
<th></th>
<th>Bayes Article I</th>
<th>Bayes Extended</th>
<th>kNN Article I</th>
<th>kNN Extended</th>
</tr>
</thead>
<tbody>
<tr>
<td>bias%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_{pine}$</td>
<td>-0.22</td>
<td>-0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_{spruce}$</td>
<td>2.25</td>
<td>1.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_{decid.}$</td>
<td>3.08</td>
<td>-0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{pine}$</td>
<td>0.16</td>
<td>0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{spruce}$</td>
<td>2.93</td>
<td>1.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{decid.}$</td>
<td>2.83</td>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{pine}$</td>
<td>-3.65</td>
<td>1.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{spruce}$</td>
<td>13.06</td>
<td>1.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{decid.}$</td>
<td>13.45</td>
<td>-0.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{total}$</td>
<td>5.39</td>
<td>1.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$BA_{pine}$</td>
<td>-3.94</td>
<td>2.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$BA_{spruce}$</td>
<td>7.33</td>
<td>1.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$BA_{decid.}$</td>
<td>11.69</td>
<td>-5.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$BA_{total}$</td>
<td>1.16</td>
<td>1.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{pine}$</td>
<td>-7.59</td>
<td>-3.38</td>
<td>0.57</td>
<td>2.01</td>
</tr>
<tr>
<td>$v_{spruce}$</td>
<td>9.04</td>
<td>4.17</td>
<td>-2.57</td>
<td>1.42</td>
</tr>
<tr>
<td>$v_{decid.}$</td>
<td>14.00</td>
<td>10.70</td>
<td>-0.26</td>
<td>-7.20</td>
</tr>
<tr>
<td>$v_{total}$</td>
<td>-0.59</td>
<td>0.24</td>
<td>-0.40</td>
<td>0.87</td>
</tr>
</tbody>
</table>

In summary, the RMSE increases and CI% grows smaller when the training set size decreases.

The dominant tree species identification (see Section 3.2.1) that was done in the publication I showed that the Bayesian approach was slightly better at identifying the plots with the highest risk of misidentification than the kNN based heuristic. The classification uncertainty method could also be used for example on thinning need assessment, using estimated stem number and dominant height.

3.4 DISCUSSION

The poorer RMSE performance of the Bayesian approach stems most likely from the use of a nearly linear model. While the model has attractive conservative extrapolation properties, it fails to model the nonlinear relationship between the predictors and the stand attributes inside the training set. Thus, in the future, it would be useful to consider more complicated models, even if increased model complexity often introduces additional problems with overfitting. In addition to more complex models, more advanced methods of fitting the model to the training data might improve the results; in the present work, the model was fitted using ordinary least squares.
Table 3.3: CI coverage of the Bayesian estimates. Cross-validation using LOO. The table contains both the results from the publication I and extended results with more estimated variables.

<table>
<thead>
<tr>
<th>Bayes Article I</th>
<th>Extended</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI%</td>
<td></td>
</tr>
<tr>
<td>$h_{\text{pine}}$</td>
<td>86.61</td>
</tr>
<tr>
<td>$h_{\text{spruce}}$</td>
<td>84.99</td>
</tr>
<tr>
<td>$h_{\text{decid.}}$</td>
<td>83.37</td>
</tr>
<tr>
<td>$d_{\text{pine}}$</td>
<td>86.21</td>
</tr>
<tr>
<td>$d_{\text{spruce}}$</td>
<td>77.48</td>
</tr>
<tr>
<td>$d_{\text{decid.}}$</td>
<td>76.47</td>
</tr>
<tr>
<td>$N_{\text{pine}}$</td>
<td>87.01</td>
</tr>
<tr>
<td>$N_{\text{spruce}}$</td>
<td>85.60</td>
</tr>
<tr>
<td>$N_{\text{decid.}}$</td>
<td>91.08</td>
</tr>
<tr>
<td>$N_{\text{total}}$</td>
<td>78.09</td>
</tr>
<tr>
<td>$B_{\text{A pine}}$</td>
<td>77.08</td>
</tr>
<tr>
<td>$B_{\text{A spruce}}$</td>
<td>72.21</td>
</tr>
<tr>
<td>$B_{\text{A decid.}}$</td>
<td>78.09</td>
</tr>
<tr>
<td>$B_{\text{A total}}$</td>
<td>85.80</td>
</tr>
<tr>
<td>$v_{\text{pine}}$</td>
<td>93.51</td>
</tr>
<tr>
<td>$v_{\text{spruce}}$</td>
<td>96.15</td>
</tr>
<tr>
<td>$v_{\text{decid.}}$</td>
<td>97.36</td>
</tr>
<tr>
<td>$v_{\text{total}}$</td>
<td>94.93</td>
</tr>
</tbody>
</table>

The extended results presented in this chapter were well in line with the published results of the article I, and answer some of the open questions presented in the discussion of the publication I. The number of estimated stand attributes can be increased, which results in slightly better estimation accuracy, but poorer uncertainty quantification performance. Using a Gaussian prior density that is constructed using the training data is a feasible approach and the prior does not introduce large biases in the estimates.

Perhaps the most valuable property of the approach described here is the great flexibility of the Bayesian framework. The framework offers a consistent and mathematically justified way to include auxiliary information in the estimation of stand attributes. These auxiliary data could be for example measurements from previous campaigns on the same location (see e.g. [57]) or results from other remote sensing modalities.
Figure 3.4: Example of joint marginal densities of species-specific volumes for each species pair of a single test plot computed as 2D histograms of MCMC samples from the extended results. Darker gray means higher relative probability density.

Figure 3.5: Example of joint marginal densities of pine height, pine stem diameter, and pine stem number of a single test plot computed as 2D histograms of MCMC samples from the extended results. Darker gray means higher relative probability density.
Figure 3.6: Evolution of RMSE% and CI% of species-specific stem volumes with training set size $n_t$ (Table 2 of the publication I).
4 Bayesian estimation of canopy leaf area index from satellite measurements

In this chapter, the Bayesian forest reflectance model inversion and results of the publications II and III are reviewed and summarized. Publication II introduced the methodology, which was then evaluated using simulated forest reflectance data. In the publication III the method was applied to real EO-1 Hyperion data.

4.1 FOREST REFLECTANCE MODEL

In this thesis, forest reflectance spectra are modeled using the PARAS forest reflectance model [58] which is based on the concept of photon recollision probability. The PARAS model was chosen because it has the advantage of containing relatively few independent variables and performing well in boreal forests [58]. The bidirectional reflectance factor (BRF) of a forest, \( r(\theta_1, \theta_2, \lambda) \), for a given solar zenith angle \( \theta_1 \), viewing zenith angle \( \theta_2 \), and wavelength \( \lambda \), is modeled as:

\[
r(\theta_1, \theta_2, \lambda) = \rho_g(\theta_1, \theta_2, \lambda) t_c(\theta_1) t_c(\theta_2) + f(\theta_1, \theta_2, \lambda) i_c(\theta_1) \frac{\omega_L(\lambda) - p\omega_L(\lambda)}{1 - p\omega_L(\lambda)}, \tag{4.1}
\]

where \( \rho_g \) is the BRF of the understory layer, \( t_c(\theta) \) is the tree canopy transmittance in the direction \( \theta \), \( i_c(\theta) = 1 - t_c(\theta) \) is the canopy interceptance, \( f(\theta_1, \theta_2, \lambda) \) the canopy upward scattering phase function, and \( \omega_L(\lambda) \) the leaf single scattering albedo. The photon recollision probability \( p \) is used in the model to describe the aggregated structure of the forest canopy [42,59]. It is the probability that a photon, after having survived an interaction with a canopy element, will interact with the canopy again.

Effective leaf area index (LAI) is used in the reflectance model in order to make the estimated quantities comparable with the optical LAI field measurements. The effective LAI is assumed to follow the model \( \text{LAI}^{\text{eff}} = \beta \text{LAI} \), where \( \beta \) is the shoot clumping factor. The photon recollision probability \( p \) is approximated following [60] as

\[
p = 1 - \frac{1 - t_d}{\text{LAI}} = 1 - \frac{\beta(1 - t_d)}{\text{LAI}^{\text{eff}}}, \tag{4.2}
\]

where \( t_d \) is the diffuse transmittance for the canopy layer. The canopy transmittance is modeled using Beer-Lambert’s law as

\[
t_c(\theta) = \exp \left( -\frac{\beta \text{LAI}^{\text{eff}}}{2 \cos(\theta)} \right), \tag{4.3}
\]

from which the diffuse canopy transmittance \( t_d \) in the equation (4.2) is calculated following [61]:

\[
t_d = 2 \int_0^{\pi/2} t_c(\theta) \cos(\theta) \sin(\theta) d\theta. \tag{4.4}
\]
The upward scattering phase function \( f(\theta_1, \theta_2, \lambda) \) is approximated using the proportion of upward scattered radiation \( Q \) as \[ f(\theta_1, \theta_2, \lambda) \approx Q = \frac{1}{2} + \frac{q}{2} \left( 1 - \frac{p \omega_L}{1 - pq \omega_L} \right), \] where \( q \) is a wavelength independent semi-empirical scattering asymmetry parameter. Parameter \( q \) describes the decrease in probability of the photon escaping the canopy with increasing scattering order, in other words, it models how photon escape probability decreases as the photon scatters deeper inside the canopy. Thus \( q \) is related to canopy density and increases with LAI (Table 2 in [62]).

### 4.1.1 Wavelength dependence

Leaf albedo \( \omega_L \) and understory reflectance \( \rho_g \) are wavelength dependent parameters. Thus, in the model, \( \omega_L \) and \( \rho_g \) are vectors of the same length as the satellite-measured data vector. To reduce the number of unknown variables in the inverse problem, we utilize known features of the vegetation spectra: The (green) vegetation spectra have a typical shape and structure, which enables the use of reduced order parametric representations for \( \omega_L \) and \( \rho_g \). In the publications II and III, cubic monotone Hermite splines are used to represent the spectral variables using 27 manually chosen node points (see Figure 1 of the publication II). The node points are chosen in a way that allows the spline representation to follow the typical shape of a vegetation spectrum. The approximation is generally accurate (see Figure 1 in the publication II), but inevitably introduces some error.

Using the spline, the variables \( \omega_L \) and \( \rho_g \) are rewritten as

\[
\omega_L = S(\lambda; \tilde{\lambda}, \tilde{\omega}_L), \quad \rho_g = S(\lambda; \tilde{\lambda}, \tilde{\rho}_g),
\]

where \( S(\cdot; \cdot, \cdot) \) is the spline function (piecewise polynomial), \( \tilde{\lambda} \in \mathbb{R}^{27} \) is a vector consisting of wavelengths corresponding to the spline nodes, and \( \tilde{\omega}_L \in \mathbb{R}^{27} \) and \( \tilde{\rho}_g \in \mathbb{R}^{27} \), respectively, are the values of \( \omega_L \) and \( \rho_g \) at the node points \( \tilde{\lambda} \). Because \( \tilde{\lambda} \) is fixed, the spline approximations \( (4.6) \) and \( (4.7) \) are fully determined by \( \tilde{\omega}_L \) and \( \tilde{\rho}_g \), respectively. Thus, using the spline approximations, the low-dimensional vectors \( \tilde{\omega}_L \) and \( \tilde{\rho}_g \) are substituted for full-length \( \omega_L \) and \( \rho_g \) as variables in the reflectance model.

### 4.2 BAYESIAN FORMULATION

The measurement vector \( z \in \mathbb{R}^{150} \) is here a vector consisting of the measured BRFs on all wavelength bands. The vector of unknown variables is \( \theta = [LAI_{\text{eff}} \quad \tilde{\omega}_L^T \quad \tilde{\rho}_g^T \quad \tilde{\beta}]^T \in \mathbb{R}^{56} \). The measurement \( z \) is modeled as

\[
z = h(\theta) + e,
\]

where \( h(\theta) \) is the PARAS model \( (4.1) \), including the substituted approximations for \( \omega_L, \rho_g, \omega_L, Q, \) and \( p \), and \( e \) is an additive Gaussian error term. With this model, the
likelihood function $\pi(z|\theta)$ is of the form

$$
\pi(z|\theta) \propto \exp \left( -\frac{1}{2} (z - h(\theta))^T \Gamma_e^{-1} (z - h(\theta)) \right),
$$

(4.9)

where $\Gamma_e$ is the covariance matrix of $e$.

In the publication II, $e$ is assumed to have zero mean and a standard deviation of 10% of the measurement $z$ (i.e. the same error variance that was used to generate the simulated measurements). In the publication III, $e$ is assumed to have zero mean and a standard deviation of 5% of the average reflectance $z$ in wavelengths 488–691 nm, 702–1346 nm, and 1477–1800 nm, and 10% of the average reflectance in wavelengths 2032–2355 nm. The standard deviation values were chosen based on the EO-1 Hyperion radiometric accuracy [63] with some extra deviation to compensate for possible uncertainty resulting from the preprocessing and atmospheric correction.

### 4.2.1 Prior density

Uniform prior distributions are set for LAI$_{\text{eff}}$ and $\beta$: LAI$_{\text{eff}}$ is by definition non-negative and unrealistically large values (LAI$_{\text{eff}} > 10$) are constrained out

$$
\pi(\text{LAI}_{\text{eff}}) = \begin{cases} 
\frac{1}{10}, & 0 \leq \text{LAI}_{\text{eff}} \leq 10 \\
0, & \text{otherwise},
\end{cases}
$$

(4.10)

and $\beta$ is constrained to the empirically observed range [0.4, 1] [64]

$$
\pi(\beta) = \begin{cases} 
\frac{5}{3}, & 0.4 \leq \beta \leq 1 \\
0, & \text{otherwise}.
\end{cases}
$$

(4.11)

The spectral variables $\tilde{\omega}_L$ and $\tilde{\rho}_g$ are modeled by truncated multivariate Gaussian prior distributions:

$$
\pi(\tilde{\omega}_L) \propto \begin{cases} 
\exp \left( -\frac{1}{2} (\tilde{\omega}_L - \mu_{\tilde{\omega}_L})^T \Gamma_{\tilde{\omega}_L}^{-1} (\tilde{\omega}_L - \mu_{\tilde{\omega}_L}) \right), & 0 \leq \tilde{\omega}_L \leq 1 \\
0, & \text{otherwise},
\end{cases}
$$

(4.12)

$$
\pi(\tilde{\rho}_g) \propto \begin{cases} 
\exp \left( -\frac{1}{2} (\tilde{\rho}_g - \mu_{\tilde{\rho}_g})^T \Gamma_{\tilde{\rho}_g}^{-1} (\tilde{\rho}_g - \mu_{\tilde{\rho}_g}) \right), & 0 \leq \tilde{\rho}_g \leq 1 \\
0, & \text{otherwise}.
\end{cases}
$$

(4.13)

The expected values $\mu_{\tilde{\omega}_L}$ and $\mu_{\tilde{\rho}_g}$ are derived from published measurement data: the leaf albedo data from [65] and the understory reflectance data from [66]. The covariance matrices $\Gamma_{\tilde{\omega}_L}$ and $\Gamma_{\tilde{\rho}_g}$ are constructed by setting the standard deviation to a certain fraction (20% in II, 25% in III) of the prior expectation on each channel and using a preconstructed correlation matrix. See the publication II for details.

The possible correlations between the variables LAI$_{\text{eff}}$, $\beta$, $\tilde{\omega}_L$, and $\tilde{\rho}_g$ are ignored, because quantified information on these correlations is not available. Therefore it is approximated that these variables are mutually independent and the resulting prior density for $\theta$ is

$$
\pi(\theta) = \pi(\text{LAI}_{\text{eff}}) \pi(\tilde{\omega}_L) \pi(\tilde{\rho}_g) \pi(\beta).
$$

(4.14)

The posterior density $\pi(\theta|z)$ is finally obtained by combining the likelihood (4.9) and the prior (4.14) using the Bayes’ theorem (2.5).
4.2.2 Bayesian estimates

From the posterior density, the posterior conditional mean estimates and 95% credible intervals were computed using DRAM [54]. In the publication II, total of 600000 Monte Carlo samples were computed for each stand, using 12 parallel sampling chains of 50000 samples each. In the publication III, this was increased to 840000 samples (12 parallel chains of 70000 samples). The numbers do not include the 5000 burn-in period in the beginning of each chain. For a more detailed description, see the publication II.

The narrowest interval 95% CIs were used to evaluate the CI performance (as in the publication I). In addition, equal tails CIs were computed to visualize the posterior marginal densities of $\rho_g$ and $\omega_L$.

In the publication II, Bayesian estimates using a uniform prior were also computed to evaluate the effect of the prior model on the results. The uniform prior has the same box constraint as in the prior (4.14), that is, LAI$_{eff}$ is constrained to $[0,10]$, $\beta$ to $[0.4,1]$, and $\rho_g$ and $\omega_L$ to $[0,1]$.

4.3 MATERIALS

4.3.1 Simulation study

In the simulation study II, a total of 500 random simulated boreal forest stands were generated. First, the dominant tree species (pine, spruce or broadleaved) was chosen. The proportion of the dominant species in the species mixture was sampled uniformly from the interval 50%–100%; the remainder was then randomly divided between the two minority species. The composition of the understory layer was then sampled to roughly emulate the typical species composition of a Finnish boreal forest with the chosen dominant tree species. Leaf area index was sampled from a uniform density, $\beta$ and $\omega_L$ were generated based on the sampled tree species composition, and $\rho_g$ based on the sampled understory composition. See the publication II for details.

After the vector of input parameters was sampled, the PARAS model was used to generate the simulated BRF. Gaussian random noise with standard deviation of 10% of the reflectance on each band was added to the modelled reflectance.

4.3.2 Hyytiälä data set

In the publication III, a set of real data was used. The study area is located next to Hyytiälä Forestry Field Station in southern Finland. The data consist of 18 stands with different species compositions and age classes typical to the region. Field measurements of LAI$_{eff}$ were carried out in early May, early June and early July in 2010. Concurrently with the LAI measurements, data on understory reflectance spectra was collected in four stands representing common site fertility types: mesic, xeric, sub-xeric and herb-rich sites. In addition, we had access to regular stand inventory data which had been collected in all our study plots a year before the satellite images were acquired.

Three EO-1 Hyperion satellite images were acquired from our study area concurrently with the field data collection. Hyperion was a narrowband imaging spectrometer onboard NASA’s Earth Observing-One (EO-1) with 242 spectral bands (356 – 2577 nm), of which 150 were used in the study, and a 30 m $\times$ 30 m spatial resolution [63].
The set of Hyperion images captures the main phenological changes occurring in the study area in 2010: the image from May corresponds to the time of bud burst, the image from June to the full leaf-out situation, and the image from July to the time of maximal leaf area. The mean HDRFs for each study stand were extracted using a $3 \times 3$ pixel window which corresponds to the area covered by the field measurements in each stand. See the publication III for a detailed description of the field measurements and data processing.

4.4 REFERENCE METHODS

In the publication II the Bayesian estimates were compared with two reference methods: 1) The maximum likelihood (ML) estimates of $\text{LAI}_{\text{eff}}$ when parameters $\omega_L$, $\rho_g$, and $\beta$ were fixed to their population means, and 2) empirical linear regression with a narrow-band vegetation index (VI).

In the publication III, the linear VI regression was used as the reference method. Two regressions were considered: one using the field-measured data as the training data in a leave-one-out configuration, and the second with simulated training data that was constructed to closely emulate the field data.

4.4.1 Maximum likelihood estimate

The conventional approach to model based estimation of $\text{LAI}_{\text{eff}}$ is to invert the reflectance model after fixing the other model parameters (here $\omega_L$, $\rho_g$, and $\beta$) to some predefined values. In the publication II, conventional maximum likelihood (ML) estimates were computed by maximizing the likelihood function (4.9) with respect to $\text{LAI}_{\text{eff}}$, with $\omega_L$, $\rho_g$, and $\beta$ fixed.

The tolerance of such $\text{LAI}_{\text{eff}}$ estimate to misspecification of the parameters $\omega_L$, $\rho_g$, and $\beta$ was studied: For each of the 500 simulated study stands, the ML estimate was computed using two choices of parameters $\omega_L$, $\rho_g$, and $\beta$: 1) In the first ML estimate, the true parameter values in the corresponding study stand were used. This choice is of course unrealistic, since these parameters are practically always unknown. 2) In the second set of ML estimates, parameters $\omega_L$, $\rho_g$, and $\beta$ were fixed to their average values over the ensemble of simulated study stand test, i.e., to their population means. The latter estimate can be considered as a solution corresponding to the best realistically available approximation for the parameter values, and is expected to exhibit estimation error that is caused by the misspecification of the parameters.

The one-dimensional optimization problem (maximizing (4.9) with respect to $\text{LAI}_{\text{eff}}$) was solved by brute force to 0.1% accuracy, to ensure that the resulting estimate was the global maximum (the likelihood function has multiple local maxima in some cases). For computational reasons, the range of $\text{LAI}_{\text{eff}}$ was constrained to $[0, 10]$.

4.4.2 Vegetation index regression

The Bayesian approach was also compared to an empirical linear regression with a narrow-band vegetation index (VI). As there are a wide range of spectral indices applied in hyperspectral remote sensing of vegetation, we selected the simple ratio water index (SRWI) which has recently been reported as the best performing common index for estimating $\text{LAI}_{\text{eff}}$ in our biome of interest, i.e. the boreal forests [67].
Heiskanen et al. [67] used the same Hyytiälä data set of processed Hyperion images and ground reference LAI measurements to compare the performance of different spectral vegetation indices in estimating boreal forest LAI. The SRWI is defined as

$$SRWI = \frac{r_{854}}{r_{1235}},$$

where the subscript refers to the wavelength in nanometers.

In the publication II, a separate set of 100 random training stands were generated and the SRWI was calculated for each stand. Ordinary linear regression was then done between LAI$_{eff}$ and SRWI in the training set. Finally, the regression model was used to estimate LAI$_{eff}$ for the 500 simulated study stands.

In the publication III, two reference VI regressions were used: 1) regression where the real measurement data were used as a training set and 2) regression where the training set was simulated using the PARAS model.

In the VI regression based on real training data, SRWI was first calculated for each measured stand. Leave-one-out cross-validation was then done: each study stand was left out at a time and the rest of the data was used as a training set. Ordinary linear regression was done between field-measured LAI$_{eff}$ and SRWI in the training set. The regression model was finally used to estimate LAI$_{eff}$ for the left out stand.

In the simulation based VI regression, a set of synthetic training data was simulated with the PARAS model using the field-measured LAI$_{eff}$, and the known tree species composition and understory type of each stand in the data set. The aim was to construct a simulated training set as close as possible in composition to the data set used in this study. As in the real training data case, ordinary linear regression was done between LAI$_{eff}$ and SRWI in the simulated training set, and the regression model was then used to predict LAI$_{eff}$ for each stand.

### 4.5 REVIEW OF THE RESULTS

#### 4.5.1 Simulation study

Posterior marginal density of LAI$_{eff}$ and posterior credible intervals for $\omega_L$ and $\rho_g$ of two simulated example forest stands are illustrated in Figure 4.1. The first example stand has a low LAI (and thus, a low canopy cover) and the second example has a high LAI and dense canopy. For details, see the publication II. These two simulated example stands illustrate three important tendencies in the shape of the posterior density that depend on the value of LAI: 1) The posterior marginal density of LAI$_{eff}$ widens as LAI$_{eff}$ increases. This results from the saturation of canopy reflectance in dense canopies, which increases uncertainty in the estimate LAI$_{eff}$ and thus the posterior variance. 2) The posterior variance of leaf albedo $\omega_L$ decreases as LAI$_{eff}$ increases, because in a dense canopy most of the reflected light comes from the canopy. 3) The posterior variance of understory reflectance $\rho_g$ increases with increasing LAI$_{eff}$ for the same reason; in a dense canopy a minuscule part of the forest reflectance comes from the understory and therefore the reflectance measurement contains little to no information on the understory reflectance.

Scatter plots of the simulation results for the Bayesian approach, the Bayesian approach with uniform prior, the VI regression, the ML estimate using true values for parameters other than LAI, and the ML estimate using mean values are shown in Figure 4.2. Pine, spruce, and deciduous dominated stands are shown with different symbols. Starting with the ML estimate using the true parameter values (bottom
Figure 4.1: Posterior marginal densities of effective LAI (top), leaf albedo (center), and understory reflectance (bottom) for the two example stands. The shaded areas in the top figures correspond to the 50%, 90%, and 95% posterior CIs from dark to light grey, respectively.

The estimate values are closely aligned with the true simulation values, except in the case of few outliers. The estimation error increases somewhat with increasing LAI. However, when population mean values are used in the ML estimate (bottom right), estimation accuracy degrades tremendously. Most of the deciduous stands lie near zero and large number of spruce stands are pushed to the upper boundary at LAI_{eff} = 10. In conclusion, the ML estimate is highly sensitive to the misspecification of the secondary model parameters.

The Bayesian conditional mean estimates using the informative prior presented in Section 4.2.1 are shown in upper left in Figure 4.2. The estimates are well in line with the true simulation values. Estimation error increases moderately with increasing LAI and there is some positive bias at low LAI values (between LAI_{eff} = 0 and 1). Species-specific behavior is observed: there is a general positive bias on spruce-dominated stands, and several deciduous stands show up as clear outliers. The upper right of Figure 4.2 shows the Bayesian estimates using the uniform prior.
The estimates are highly scattered and there is a significant underestimation on many high LAI stands and a positive bias on low LAI stands that is stronger than in the informative prior results. In general, the uniform prior results are considerably worse than the informative prior results. The final reference method was the empirical VI regression (bottom left). All in all, the VI regression results are very similar to the results obtained by using the uniform prior: there is large positive bias on low LAI stands and large negative bias on high LAI stands. The high LAI behavior is, however, slightly better than in the uniform prior results. Of the four methods that do not assume the secondary model parameters as known, the Bayesian approach using informative prior formulation demonstrated the best overall performance.

In the publication II, the performance of the Bayesian approach using either the informative or uniform prior model in estimation of the model parameters other than LAI was also examined. In general, the informative prior produced vastly better estimates for LAI$_{eff}$, $\omega_L$ and $\rho_g$. For $\beta$, the improvement was smaller. The performance was also examined for sets classified by the dominant species of the simulated stand. The by-species RMSE difference for the informative prior Bayesian was fairly minor for LAI$_{eff}$ and $\omega_L$. For $\rho_g$ and $\beta$, more substantial by-species variation was observed. In bias, the variation between dominant species is large, depending on how well those stands are described by the informative prior model. For the RMSE, bias and CI coverage values, see Table 3 in the publication II.

### 4.5.2 Hyytiälä data set

The posterior marginal distributions for a broad-leaved example stand over the three months are shown in Figure 4.3. For details, see the publication III. In early May, the deciduous stand was not yet in the leaf out phase and thus LAI is close to zero (it should be noted that occlusion by branches and stems affects the optical field measurement). In June and July, leaves have grown and the field-measured LAI$_{eff}$ has increased to around 2.7. The same features observed in the simulated examples of the previous section (Figure 4.1) occur here: The width of the marginal density of LAI$_{eff}$ increases, the width of leaf albedo marginals decreases and the width of understory reflectance $\rho_g$ marginals increases. The change in the posterior density of $\rho_g$ is much stronger here than in the simulations. When interpreting the results, it should be kept in mind that the viewing geometry is different in the May data compared to the June and July measurements, see Table 2 in the publication III.

An example of the actual MCMC samples is shown in Figure 4.4. The figure contains scatter plots of every 100th MCMC sample for a single stand between each variable pair (LAI$_{eff}$, $\omega_L$ and $\rho_g$ at $\lambda = 1033$ nm, and $\beta$). While the scatter plots are in a sense two-dimensional projections of the sample cloud, they illustrate the often complicated shape of the posterior density.

Scatter plots of the Hyytiälä results (publication III) for the Bayesian approach and the two VI regressions are presented in Figure 4.5. The Bayesian estimates (left) are more scattered than the VI regression results (center and right), but show low bias. The VI regression using the field-measured stands as a training data shows the best performance. The simulation-based VI regression has significant underestimation of LAI$_{eff}$.

The RMSE, relative RMSE and relative bias for the estimates are listed in Table 4.1 for all stands and grouping by month or dominant species. In the aggregated results, the VI regression using field-measured training data has the lowest RMSE and bias. The Bayesian posterior mean estimates come second, with larger RMSE and bias. The
Figure 4.2: Estimated LAI\textsubscript{eff} vs. true LAI\textsubscript{eff} for the tested estimation methods. Pine dominated stands are marked with circles, spruce dominated with squares and deciduous with triangles. Figure also includes the relative RMSE and bias for the estimates.
Figure 4.3: Seasonal course of a broad leaved example stand. From top to bottom: 1) The measured forest reflectance spectrum. 2) Posterior marginal density of LAI$_{eff}$, posterior mean is marked with a circle, the field-measured value by a cross; 95% CI is shaded. 3) Estimated leaf albedo $\omega_L$ (black line), with 50%, 90% and 95% credible envelopes (shaded area from the darkest to the lightest). 4) Estimated understory BRF $\rho_s$ (black line), with 50%, 90% and 95% credible envelopes (shaded area from the darkest to the lightest). 5) Posterior marginal density of $\beta$, posterior mean is marked with a circle, 95% CI is shaded.
Figure 4.4: Scatter plots of the MCMC samples (every 100th sample drawn) for each variable pairs. Conditional mean estimate shown with red circle. The wavelength for $\omega_L$ and $\rho_g$ is 1033 nm.

Figure 4.5: Estimated LAI_{eff} vs. true LAI_{eff} for the tested estimation methods. Pine dominated stands are marked with circles, spruce dominated with squares and deciduous with triangles.
simulation-based VI regression has a large negative bias, as was already observed in Figure 4.5. In the by-month grouping, the RMSE and bias of the VI regression estimates do not show significant monthly variation. The Bayesian estimates, on the other hand, perform well with the May measurements. In the other months, RMSE performance is only slightly better than the simulation based VI regression. In the by-species grouping, the difference between pine dominated and spruce dominated stands is insignificant for the Bayesian and the real training data based VI regression. The simulation based VI regression performs worse in spruce stands (in terms of the raw RMSE). The methods perform best in deciduous stands when measured by RMSE.

The credible interval coverage is also reported for the Bayesian estimates in Table 4.1. The CI coverage for all stands is 53.70%, which implies that the estimated intervals are significantly too narrow. The monthly and species-wise coverages range between 40% and 70%. The groupings with the best coverage values, May and Deciduous, correspond to the groups that also have the lowest RMSE values.

The estimated understory reflectance was compared with the field-measured $\rho_g$ values. One-to-one comparison was not possible, because the field measurements of $\rho_g$ were not done separately on every stand and have a different spectral range. However, the understory type of each stand is known and thus the $\rho_g$ estimates corresponding to each understory grouping were compared with the field-measurements on their common shared spectral range (c. 490 – 1080 nm). The results are shown in Figure 4.6. The performance of the estimated $\rho_g$ is fairly lackluster. The results for xeric stands in May, mesic stands in June, and herb-rich and subxeric stands in July are close to the field-measured values. Yet, for most cases there is a tendency to overestimate the $\rho_g$, and to produce spectra that have a stronger characteristic structure of green vegetation (e.g. prominent red edge). The analysis is somewhat confounded by the effect of canopy density (i.e. LAI) to the identifiability of $\rho_g$, described previously in this chapter.

### 4.6 DISCUSSION

Given the results, the Bayesian forest reflectance model inversion framework is suitable for estimation of canopy LAI and other forest parameters. However, there are aspects that could be feasibly improved further. Most important of these are the error model, which currently does not include any information on the model error, and the prior density.

The importance of model error (discrepancy between the model and reality) is evident when the simulation results of the publication II are compared with the real data results of the publication III. The simulated data contain no model errors and the Bayesian conditional mean estimates are practically unbiased. This unbiasedness is expected, because the conditional mean estimate is unbiased (by the law of total expectation) when the posterior density is correctly formulated. On the other hand, the real data results show significant bias. In addition to the model error, misspecification of the prior density is another possible source for the observed bias.

Ways to mitigate the model error include improving the reflectance model and statistical modeling of the model error (for example, as was done in the publication I). The reflectance model used in this work is fairly simple and could possibly be improved by modeling of tree bark and branches [68] and by modeling better the angular behavior of canopy scattering. However, a more complex reflectance model
Table 4.1: RMSE, relative RMSE and relative bias of effective LAI estimates for the Bayesian posterior mean and the reference VI regression estimates by month. CI coverage is also reported for the Bayesian results.

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>RMSE%</th>
<th>bias%</th>
<th>CI%</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.83</td>
<td>31.77</td>
<td>-7.42</td>
<td>53.70</td>
</tr>
<tr>
<td>Post. mean</td>
<td>0.52</td>
<td>19.77</td>
<td>-0.57</td>
<td></td>
</tr>
<tr>
<td>VI (real)</td>
<td>1.00</td>
<td>38.19</td>
<td>-32.79</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>0.59</td>
<td>29.88</td>
<td>8.66</td>
<td>66.67</td>
</tr>
<tr>
<td>Post. mean</td>
<td>0.50</td>
<td>24.99</td>
<td>-7.07</td>
<td></td>
</tr>
<tr>
<td>VI (real)</td>
<td>1.03</td>
<td>51.70</td>
<td>-45.35</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>0.97</td>
<td>34.04</td>
<td>-24.58</td>
<td>38.89</td>
</tr>
<tr>
<td>Post. mean</td>
<td>0.51</td>
<td>17.86</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>VI (real)</td>
<td>1.00</td>
<td>35.47</td>
<td>-30.56</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>0.90</td>
<td>29.33</td>
<td>-1.93</td>
<td>55.56</td>
</tr>
<tr>
<td>Post. mean</td>
<td>0.55</td>
<td>18.09</td>
<td>3.79</td>
<td></td>
</tr>
<tr>
<td>VI (real)</td>
<td>0.98</td>
<td>31.93</td>
<td>-26.71</td>
<td></td>
</tr>
<tr>
<td>Pine</td>
<td>0.86</td>
<td>39.03</td>
<td>7.98</td>
<td>41.67</td>
</tr>
<tr>
<td>Post. mean</td>
<td>0.60</td>
<td>27.52</td>
<td>-4.02</td>
<td></td>
</tr>
<tr>
<td>VI (real)</td>
<td>0.94</td>
<td>42.69</td>
<td>-33.34</td>
<td></td>
</tr>
<tr>
<td>Spruce</td>
<td>0.93</td>
<td>30.18</td>
<td>-2.93</td>
<td>50.00</td>
</tr>
<tr>
<td>Post. mean</td>
<td>0.58</td>
<td>18.31</td>
<td>-6.90</td>
<td></td>
</tr>
<tr>
<td>VI (real)</td>
<td>1.23</td>
<td>38.79</td>
<td>-35.19</td>
<td></td>
</tr>
<tr>
<td>Deciduous</td>
<td>0.71</td>
<td>29.40</td>
<td>-21.19</td>
<td>66.67</td>
</tr>
<tr>
<td>Post. mean</td>
<td>0.35</td>
<td>15.67</td>
<td>10.47</td>
<td></td>
</tr>
<tr>
<td>VI (real)</td>
<td>0.65</td>
<td>29.72</td>
<td>-27.84</td>
<td></td>
</tr>
</tbody>
</table>
nearly always means more unknown model parameters, for example bark single scattering albedo and bark area index in the case of tree bark modeling. Statistical modeling of the model error would have negligible impact on the complexity of the inverse problem. The main problem there is the availability of suitable data for learning the error model. Probably the most feasible approach would be to use training data simulated using a complex 3D forest radiative transfer model and use the approximation error method [4, 47]. Improved error model would likely increase estimation accuracy and CI coverage.

The prior density was constructed using available data on the variables of interest. These data were measured relatively late in the growing season [65, 66], and it was not clear if the prior density was suitable for the May data. However, by the results the prior formulation works sufficiently well, yet possibly a time-dependent seasonal prior formulation could be improve the results. Another important prior improvement would be the modeling of prior correlations between the reflectance model parameters, which are currently modeled as statistically independent. However, both of these potential improvements require further empirical data on these variables.
and their seasonal course.

While this research concentrated on hyperspectral data, the Bayesian framework could be just as well applied to multispectral data (e.g. Landsat, Sentinel 2). Using a different instrument would require that the prior models for the spectral variables are rewritten to correspond to the spectral bands of the instrument.
5 Conclusions

In this thesis, Bayesian estimation and uncertainty quantification methods were developed for two remote sensing problems: 1) Estimation of forest inventory attributes, such as stem volume, from airborne laser scanning (ALS) data. 2) Estimation of forest canopy leaf area index (LAI) from hyperspectral satellite images. In both studied problems the developed methods were tested using real, high quality validation data.

In the publication I, we proposed a Bayesian inference based method for estimating species-specific stem volumes from ALS data within the so-called area-based approach. Based on a field-measured set of training plots, we constructed an approximative model connecting the stem volumes and predictors computed from the remote sensed data. This model was used for constructing a likelihood model which together with a natural prior information on the positivity of the stem volume formed the posterior distribution, which was explored with an MCMC-method to form practically useful point and interval estimates. In Chapter 3, the method was extended to estimation of multiple other species-specific stand attributes in addition to the stem volume. Furthermore, we showed how the uncertainty in the stand attribute estimates can be used to quantify uncertainty in classification done using the stand attributes.

The stem volume results of the publication I demonstrated that in the sense of RMSE, the point estimates produced by Bayesian approach are competitive to existing state-of-the-art methods used in area-based forest inventory. The quality of the Bayesian 95% credible intervals depended on the number of training plots used, but in the leave-one-out cross-validation the CIs were close to optimal. In the extended studies, the number of estimated stand attributes was increased, which resulted in slightly better estimation accuracy, but poorer uncertainty quantification performance. The results support the feasibility of Bayesian inference for quantifying the uncertainty of the stand attribute estimates based on ALS data.

In the publication II, we presented a method based on Bayesian inversion of a physically-based forest reflectance model for estimation of forest canopy LAI. Using realistic simulated data, the effect of uncertainties in the reflectance model parameters on the estimates was examined. Furthermore, we investigated if LAI estimates can recover from these uncertainties with the aid of Bayesian inference. The results of the simulation study II show that in the presence of unknown model parameters, the Bayesian LAI estimates which account for the model uncertainties outperform the conventional estimates that are based on biased model parameters. Moreover, the results demonstrate that the Bayesian inference can also provide feasible measures for the uncertainty of the estimated LAI. The effect of prior model formulation for the model unknowns was also tested; i.e., the informative prior formulation was compared with simple uniform prior formulation. With the informative priors the Bayesian estimates produced significantly smaller estimation errors and better estimates for the parameter uncertainty than with uniform priors.

The Bayesian inversion approach was further validated using EO-1 Hyperion satellite data in a heterogeneous Finnish boreal forest in the publication III. The Bayesian estimates were compared to a conventional VI regression using both field-
measured or simulated training data. Moreover, the performance of the uncertainty estimates (95% credible interval) produced by the Bayesian method was studied, and the seasonal behavior of the estimated LAI, leaf albedo and understory reflectance was evaluated. The performance of the Bayesian LAI_{eff} estimates was superior in both RMSE and bias to the comparable simulation based VI regression. VI regression using field-measured training data was superior to both methods, but has the significant drawback of requiring field measurements. The LAI_{eff} credible interval quality was generally fairly poor. Seasonality of the estimated leaf albedo and understory reflectance was examined. The \( \omega_L \) estimates were feasible and showed a tendency to increase over the growing season. The \( \rho_g \) estimates were compared to monthly field-measurements grouped by understory type. The performance was not consistent, but in many cases promising. Several aspects of the simulation study II, such as variation of uncertainty in estimated \( \omega_L \) and \( \rho_g \) with varying LAI, were here reproduced using real data.

The results show that Bayesian forest reflectance model inversion is feasible in estimation of forest canopy LAI, and other forest parameters, from hyperspectral satellite data. The method provides estimate uncertainty measures and the concurrent estimation of multiple forest parameters provides a potential wealth of information, not only in estimated values, but also in posterior covariances.

The uncertainty quantification methods for forest remote sensing developed in this thesis have many potential applications. Uncertainty metrics for the forest attribute estimates could be used as additional information in, e.g., forestry planning, measurement campaign design, and ecological risk assessment. In all these applications, treating estimates that have unequal uncertainty as equally trustworthy could produce suboptimal results. A simple example of utilizing the quantified estimate uncertainty was presented in this thesis when the species-specific stem volume estimates were used for probabilistic dominant species identification. Similar approach could be used for determining whether the forest needs thinning (e.g. [69]) or other treatments. The use of an informative prior density for species-specific stand attributes introduced in this thesis might provide a way to improve species-specific estimates in a temperate forest setting, where the number of distinct tree species is usually higher than three, if a good prior model for the species composition can be formulated.

Uncertainty in leaf area index is a significant problem in ecological and climate models. The methods for LAI uncertainty quantification presented here could be used to get more accurate error bounds for these models and thus reduce uncertainty in, for example, global warming predictions. The Bayesian approach may also prove to be valuable tool for small scale forest analysis. The results in this thesis support the notion that the Bayesian approach can track seasonal forest dynamics; could the approach also provide additional insight on other types of changes, such as when the forest is undergoing environmental stress, e.g. drought? In this thesis, two example applications of uncertainty quantification in remote sensing of boreal forests were evaluated. The methodology can be extended to other applications, sensors, and biomes.
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Due to the vast area covered by forests globally, remote sensing is needed to monitor the state of the forests. Quantifying the uncertainty in these remote sensed estimates is crucial when the estimates are further used, for example, in forestry applications or climate models. In this thesis, Bayesian uncertainty quantification of remote sensed forest attributes is presented for two example applications: one based on airborne laser scanning and the other on hyperspectral satellite imaging.